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ABSTRACT 

AI is not defined by any one industry. It exists in the fields of supercomputing, healthcare, financial services, big 

data analytics and gaming. It is the future of every industry and market because every enterprise needs intelligence. 

Modern High Performance Computers (HPC) data centers are the key to solving some of the world’s most important 

scientific and engineering challenges. NVidia Tesla V100 GPU accelerated computing platform powers these data centers, 

with industry leading applications to accelerate HPC and AI workloads.
[8]

 The features of the V100 GPU are, 

• New Streaming Multiprocessor (SM) Architecture optimized for deep learning. 

• NVidiaNVLink fabric. 

• 150 Teraflop per second. 

• 640 Tensor cores. 

• Paired NVidia CUDA and Tensor cores to deliver high performance. 

The main objective of this paper is to study NVidiaNVLink fabric and Tensor cores, which are used for transfer of 

data from CPU and GPU, and Streaming Multiprocessors Architecture optimization for deep learning. 

The rapid growth in deep learning workloads has driven the need for a faster and more scalable interconnect, as 

PCIe bandwidth increasingly becomes the bottleneck at the multi-GPU system level. NVidiaNVLink technology addresses 

the interconnect issues by providing higher bandwidth, more links and improvises stability for multi- GPU and multi GPU-

CPU system configurations. A single NVidia tesla V100 GPU supports up to 6 NVLink connections with a total bandwidth 

of 300GB/sec, which is 10x the bandwidth of PCIe gen 3.
[11] 
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